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Abstract
The long short-term memory (LSTM) network with gating mechanism has been widely used in sequence modeling tasks
including handwriting and speech recognition. As an LSTM network can be unfolded along the temporal dimension and
its temporal depth is equal to the length of the input feature sequence, the introduction of gating might not be sufficient to
completely model the dynamic temporal dependencies in sequential data. Inspired by the residual learning in ResNet, this
paper proposes a dynamic temporal residual network (DTRN) by incorporating residual learning into an LSTM network along
the temporal dimension. DTRN involves two networks: Its primary network consists of modified LSTM units with weighted
shortcut connections for adjacent temporal outputs, while its secondary network generates dynamic weights for the shortcut
connections. To validate the performance of DTRN, we conduct experiments on three commonly used public handwriting
recognition datasets (IFN/ENIT, IAM and Rimes) and one speech recognition dataset (TIMIT). The experimental results
show that the proposed DTRN has outperformed previously reported methods.

Keywords Long short-term memory · Residual learning · Off-line handwriting recognition · Speech recognition

1 Introduction

Because temporal sequences are neither always uniformly
structured, nor uniformly predictable [9], it is challenging to
capture dynamic dependencies in sequence modeling tasks
such as handwriting and speech recognition. The long short-
term memory (LSTM) [18] network has made considerable
progress in sequencemodeling by introducing a gatingmech-
anism for the vanilla recurrent neural network (RNN), which
alleviates the gradient vanishing or exploding problem [17] in
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training through the back-propagation through time (BPTT)
method. In real applications, an LSTM network not only has
multiple stacked layers in a spatial structure, but also has
the same depth as the length of the feature sequence when
unfolded in time [24], which indicates that there is a possi-
bility for further improvements in the temporal structure to
better capture dynamic temporal dependencies in sequential
data.

Residual learning has been shown to be effective for deep
feed-forwardneural networks bymodels such asResNet [16].
Efforts are already underway to simplify RNN optimization
by constructing shortcut connections between stacked RNN
layers [35,39], which is similar to ResNet. However, because
the temporal depth of an unfolded LSTM network is usually
deeper than the spatial depth of its stacked layers, it makes
sense to explore the temporal residual learning mechanism
for LSTM. Although other methods with skip connections
exist that can also reuse prior LSTM outputs [4,15], these
methods do not follow the residual learning formula.

Following the residual learning concept, we construct a
temporal residual learning architecture for LSTM that is the
equivalent of adding shortcut connections between the adja-
cent temporal outputs of LSTM units. Different from the
existing temporal residual learning mechanism for classical
RNNs [38],which uses gates to control the residual shortcuts,
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236 R. Yan et al.

we investigate dynamic weights generated by a separate sec-
ondary network. We name this proposed method a dynamic
temporal residual network (DTRN).

We explore two structures for the secondary network, i.e.,
an LSTM network and a self-attention network [34]. The
secondary network is designed to capture the dynamic depen-
dency by exploring the contextual information in the input
sequence.

The main contributions of this paper are summarized as
follows:

1. We propose a temporal residual learning mechanism for
the LSTM network by adding weighted shortcut con-
nections between the temporally adjacent outputs, which
introduces additional nonlinear modeling ability.

2. A secondary network is proposed to generate the dynamic
coefficients for the weighted shortcut connections. Two
different structures including an LSTM network and a
self-attention network are explored for the secondary net-
work to model the dynamic temporal dependencies.

3. The experimental results on both off-line handwriting
recognition and speech recognition show that the pro-
posed method has outperformed previously reported
methods and has better generalization ability than does
the classical LSTM network.

The remainder of this paper is organized as follows. Sec-
tion 2 provides a brief review of related work. Section 3
presents our methods. Section 4 provides the experimental
results and analyses, and Sect. 5 concludes the paper.

2 Related work

Off-line handwriting recognition and speech recognition are
classical sequence modeling problems. With the emergence
of deep learning, gated RNNs such as the LSTM networks
have provided promising solutions.

For off-line handwriting recognition, multidimensional
LSTM (MDLSTM) with connectionist temporal classifica-
tion (CTC) has been shown to be effective for a variety of
languages, including Arabic [12], French [23] and Chinese
[36]. Recently, CNN-LSTM architectures [8,19,29,31] have
achieved higher recognition accuracy than MDLSTM.

LSTM-CTC architectures have also been adopted for deep
learning-based automatic speech recognition (ASR) systems
on both small [13] and large [2,5] datasets.

Recently, deep neural networkswith attention [3,6] or self-
attention [34]mechanismhave shown improvedperformance
in sequencemodeling tasks.Attention in deep learning can be
broadly interpreted as a vector of importance of the contex-
tual information. The self-attention network is adopted in our
method as an alternative way to generate dynamic weights.

TheResNet [16] and the highway network [32]with short-
cut connections have successfully eased the training of deep
forward neural networks. The ResNet with identity short-
cut connections can be regarded as a special case of the
highway network with shortcut connections controlled by
gates. To improve the performance of RNN models, some
methods also consider shortcut connections for RNNs. For
the spatial structure, attempts have been made to add short-
cut connections between adjacent stacked LSTM layers in
machine translation [35] and speech recognition [39] sys-
tems.

For the temporal structure, skip connections inside clas-
sical RNN or LSTM units [4,15] have been explored to
overcome the gradient vanishing and explosion problems and
to capture the long-term dependencies. The skip RNNs use
skip shortcut connections for previous hidden states across
multiple time steps with preset fixed weights, and they do not
follow the residual learning formula.

Some existing methods also explore temporal residual
learning for classical RNNs. Yue et al. [38] propose tem-
poral residual connections that are either identical (similar
to the ResNet) or controlled by gates (similar to the highway
network). For dynamic weights generated by a separate net-
work, Pei et al. [27] propose recurrent attention-gated units
for sequence classification. Attention scores are calculated
by using an attention module to localize the salient obser-
vations in the input sequence. The recurrent attention-gated
units use the attention scores as the weights for the convex
summation of the previous hidden states and the candidate
hidden states. For the primary network, these two methods
focus on connecting the hidden states of a classical RNN,
while the proposed method explores shortcut connections
between temporalLSTMoutputs. For the secondarynetwork,
themain difference is that our secondary network is anLSTM
network or a self-attention network, while the attention mod-
ule in [27] is a classical RNN.

3 Methodology

3.1 Dynamic temporal residual learning

We can consider H(xt ) = LSTM(xt ) as an underlying map-
ping to be fit by an LSTMunit, where xt is the current input at
time step t . We explicitly let the unit approximate a residual
function: F(xt ) = H(xt ) − H(xt−1), where H(xt−1) is the
previous output of LSTM at time step t − 1. For brevity, we
abbreviate F(xt ) as Ft and H(xt ) as Ht . The original func-
tion thus becomes Ht = Ft + Ht−1. The temporal residual
learning form is designed to simplify the learning process by
letting Ft focus on the difference between Ht and Ht−1.

Temporal residual learning can be implemented by adding
a shortcut connection between the previous output and the
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Dynamic temporal residual network for sequence modeling 237

Fig. 1 Computational graph of amodifiedLSTMunitwith the temporal
residual learning mechanism

current output of an LSTMunit. To better model the dynamic
dependency, we further introduce a dynamic weight αt for
the shortcut connection, i.e., Ht = Ft + αtHt−1. With the
initial hidden stateH0 = 0, we have:

Ht = Ft + αtHt−1

= Ft +
t−1∑

k=1

(
t∏

i=k+1

αi

)
Fk, 1 ≤ t ≤ T

(1)

Equation (1) indicates that the desiredunderlyingmapping
of the current time step t can be decomposed into two additive
parts. The first part,Ft , is the nonlinear representation newly
learned from the current input, while the second part contains
the additional contextual information of the previous time
steps.

In the second part of Eq. (1),Fk is weighted by
∏t

i=k+1 αi .
If αt ≡ 0, the result is the same as the classical LSTM.When
αt ≡ 1, identity mapping is constructed. When 0 < αt < 1,
the closer time step contributes more to Ht , while the more
distant time steps rarely affect the current time step due to the
continuous multiplication. This property complies with the
intuitive observation for most sequential data in handwriting
and speech recognition tasks. Thus, by adding the dynamic
weight αt , the model can better capture complex dependen-
cies by exploring the additional contextual information in the
sequential data.

3.2 Dynamic temporal residual network

The proposed DTRN consists of a primary network and a
secondary network; the primary network is amodified LSTM
network, and the secondary network is a dynamic coefficient
generator.

The core of a modified LSTM unit in the primary network
is the shortcut connection between the temporally adjacent
outputs. A detailed computational graph of the modified
LSTM units is shown in Fig. 1.

The following recurrent transition functions describe the
formula for a classical LSTM unit:

gt = φ(Wxgxt + Whght−1 + bg) (2)

it = σ(Wxi xt + Whiht−1 + bi ) (3)

ft = σ(Wx f xt + Whf ht−1 + b f ) (4)

ot = σ(Wxoxt + Whoht−1 + bo) (5)

ct = it � gt + ft � ct−1 (6)

ht = ot � φ(ct ) (7)

where φ(·) and σ(·) refer to the hyperbolic tangent (tanh)
function and the sigmoid function, respectively. The symbol
� represents the elementwise product.

With the temporal residual connections, the current output
ht is computed by adding theweighted delayed output ht−1 to
the output of a classical LSTM unit; thus, Eq. (7) is modified
into the following equation:

ht = ot � φ(ct ) + αt ht−1 (8)

where ot �φ(ct ) is the nonlinear representation that the net-
work should learn at time step t . The weight of the shortcut
connection at time step t is denoted by αt .

3.3 Dynamic weight generation

There are two ways to obtain αt , i.e., statically or dynami-
cally. For the static method, wemanually set a constant value
for all αt (i.e., αt ≡ α (0 < α ≤ 1)). In this situation, we
call the network a static temporal residual network (STRN).

For dynamic weights, we propose adopting a secondary
network in DTRN to generate αt dynamically from the input
sequences. At each time step, an internal vector representa-
tion zt is first learned by a network from the input feature
xt and then converted to a scalar αt by a fully connected
layer with one neuron. The scalar is used as the weight of the
shortcut connection for the corresponding time step in the
primary network. In a general form, the dynamic weights are
generated as the following equations show:

zt = g(xt ) (9)

αt = σ(wT zt + b) (10)

where g(·) is the composite mapping function to learn the
internal vector representation zt andw and b are the trainable
parameters of the fully connected layer. We use the sigmoid
activation function σ(·) to obtain αt (0 < αt < 1).

We investigate two structures for the secondary network,
i.e., an LSTM network and a self-attention network. For
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238 R. Yan et al.

Fig. 2 System framework of a bidirectionalDTRNwith a two-layer pri-
mary network. The primary network is a modified LSTM network; the
symbol � refers to feature concatenation. The secondary network can
be an LSTM network or a self-attention network along with a fully con-

nected layer. The outputs of the secondary network are used as weights
for the shortcut connections in the primary network. A feature extractor
such as a CNN can be added into DTRN

LSTM, we have zt = LSTM(xt ); for self-attention, the com-
putational flow of zt is as follows:

qt = φ(WQxt + bQ) (11)

ki = φ(WK xi + bK ), 1 ≤ i ≤ T (12)

vi = φ(WV xi + bV ), 1 ≤ i ≤ T (13)

ai = softmax(
1√
dk

qTt ki ), 1 ≤ i ≤ T (14)

zt =
T∑

i=1

aivi (15)

where WQ,WK ,WV ∈ R
dk×n are three learnable matrices.

Here, we denote the dimension of the input as n and the
dimension of the queries, keys and values as dk . At each time
step, the values are weighted and summed, where theweights
are computed by the keys and the query at the corresponding
time step.

We use a discount factor to constrain the maximum
weights of the shortcut connections for DTRN. As a result,
Eq. (8) actually becomes:

ht = ot � φ(ct ) + γ · αt ht−1 (16)

where γ (0 < γ < 1) in Eq. (16) is the preset discount factor.

3.4 System implementation

Figure 2 shows a schematic diagram of DTRN. The primary
and secondary networks in DTRN are both bidirectional;
thus, for each direction in the secondary network, there is a
correspondingLSTMor self-attention network. The obtained

−→αt and ←−αt are used for the corresponding directions of the
primary network.

A feature extractor can be added into DTRN. We use a
CNN as the feature extractor for off-line handwriting recog-
nition and a Mel frequency cepstral coefficients (MFCC) [7]
feature extractor for speech recognition.

The two networks in DTRN are trained jointly by setting
a common loss function. We use the CTC loss [11] in our
model. Let the input sequence be x and the target sequence
be y; S represents the training set, and we get the CTC loss
as follows:

L = − ln
∏

(x,y)∈S
p(y|x) = −

∑

(x,y)∈S
ln p(y|x) (17)

where p(y|x) is the probability that the networkwill generate
sequence y given sequence x through all possible paths.

4 Experiments

We apply DTRN to the off-line handwriting recognition
task using three popular public datasets: the IFN/ENIT Ara-
bic handwriting dataset [26], the IAM English handwriting
dataset [22] and the Rimes French handwriting dataset [14].
To verify the effectiveness of DTRN on other sequence mod-
eling tasks, we also conduct speech recognition experiments
on the TIMIT dataset [10].

Table 1 lists the information about the datasets used in the
experiments. Note that the character/phoneme set of each
dataset includes a blank symbol for the CTC decoding.

We use edit distance as the evaluation index. Charac-
ter error rate (CER) is used to measure the performance
of the model for the offline handwriting experiments, while
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Table 1 Four datasets used in
the experiments

Task Dataset Level #Alphabet #Train #Val #Test

Arabic handwriting recognition IFN/ENIT Word 121 26,459 – 6033

English handwriting recognition IAM Line 80 6161 966 2915

French handwriting recognition Rimes Line 99 10,171 1162 778

Speech recognition TIMIT Sentence 62 3696 – 192

phoneme error rate (PER) is used for the speech recognition
experiments. To focus solely on the comparison of recog-
nition ability, all the results are reported without language
models or data augmentation.

We use the RmsProp algorithm [33] to optimize the mod-
els for all the experiments. As there are random factors in
the training process, all the experiments in this section are
executed three times. The major results are reported as the
average, maximum and minimum error rates for each exper-
iment.

We implement our method using the PyTorch deep learn-
ing framework [25] and use Tesla P100 GPUs for parallel
computation. The source code will be available at https://
github.com/RuijieJ/DTRN-pytorch.

4.1 Arabic handwriting recognition

Wecompare the performance of variousmodel structures and
configurations on the IFN/ENIT dataset.

4.1.1 Dataset

The original publicly available IFN/ENIT dataset is divided
into five sets (a, b, c, d and e). One commonly used test sce-
nario is abcd-e (i.e., the training set consists of set a through
set d, and the test set is set e). Detailed information of the
IFN/ENIT dataset is listed in Table 1.

In our experiments, all the input images are preprocessed
using the center-normalizer method provided by the OCRo-
pus system1 [37] and resized to a unified height of 48 pixels
while preserving the original aspect ratio.

4.1.2 Experimental settings

The baseline LSTM model for Arabic handwriting recogni-
tion has a CNN for feature extraction. The CNN contains
five layers, and its configuration is listed in Table 2. Batch
normalization (BN) [20] is used for each convolution layer.
The activation function after BN is leaky ReLU.

For the baseline LSTM, STRN and the primary network
in DTRN, the first and second RNN layers have 64 units,
and other RNN layers have 128 units. For example, the num-
bers of units in a five-layer LSTM are 64, 64, 128, 128 and

1 https://github.com/tmbdev/ocropy.

Table 2 Configuration of the CNN feature extractor for Arabic hand-
writing recognition

Configuration Values

No. of conv. filters 16–32–48–64–80

Max pooling Y–Y–N–N–N

Dropout 0–0–0.2–0.2–0.2

Conv. kernel/stride 3 × 3 / 1 × 1

Max pooling kernel/stride 2 × 2 / 2 × 2

Fig. 3 Comparison of recognition performance for the STRN and
DTRN models on the test set of the IFN/ENIT dataset

128, respectively. Dropout is used for each layer with a fixed
dropout rate of 0.5.

For each experiment, the model is trained for 300 epochs
with the learning rate of 1 × 10−4.

4.1.3 Comparisons of STRN and DTRN

ForSTRN,we setαt = α for all the time steps 1 ≤ t ≤ T . For
DTRN, the discount factor γ controls the maximum weights
of the shortcut connections. In this experiment, we compare
different values of α for STRN and different discount factors
for DTRN. We fix the number of RNN layers in STRN and
the primary network of DTRN to 5. For DTRN, we use the
LSTM as the secondary network, which has one layer with
32 units.

Figure 3 shows the comparison results on the test set. The
vertical line on the top of each bar indicates the standard
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Table 3 Comparison of
different configurations for the
secondary LSTM network on
the IFN/ENIT dataset

#Layers #Units #Params Training CER (%) Test CER (%)

1 8 1.87M 0.82 7.52

[0.81–0.84] [7.46–7.58]

16 1.93M 0.81 7.41

[0.80–0.83] [7.36–7.45]

32 2.06M 0.79 7.44

[0.76–0.81] [7.39–7.50]

64 2.33M 0.81 7.41

[0.79–0.82] [7.34–7.47]

2 32–32 2.08M 0.80 7.49

[0.78–0.84] [7.43–7.53]

32–64 2.12M 0.77 7.42

[0.77–0.78] [7.41–7.43]

64–32 2.37M 0.80 7.57

[0.79–0.81] [7.47–7.64]

Bold values indicate the best results for the corresponding experimental configurations

deviation from three independent experiments. For STRN,
large α values degrade the model’s performance. DTRN is
more stable to variations of the discount factor, and it achieves
slightly higher accuracy than the best result of STRN. Based
on the results in Fig. 3, we setα = 0.3 for STRN and γ = 0.4
for DTRN for the subsequent experiments.

4.1.4 Different configurations of the secondary network

For a DTRN, the secondary network performs a simpler task
than does the primary network; thus, we set both its numbers
of layers and units to smaller values than those in the primary
network.

We compare different configurations for the two types
of secondary network. The number of RNN layers in the
primary network is fixed at 5. For the secondary LSTM
network, different numbers of RNN layers and units are com-
pared, and the results are listed in Table 3. For the secondary
self-attention network, we set the dimension dk of the three
learnable matrices in Eq. (15) to different values, and the
results are shown in Table 4.

The comparison results indicate that an appropriate size
for the secondary network may achieve a slightly better per-
formance on the test set. Using an LSTM as the secondary
network yields a slightly lower CER on the test set for Arabic
handwriting recognition.

4.1.5 Comparison of different numbers of layers in the
primary network

We also compare the performance of baseline LSTM and
DTRN with different numbers of layers in the primary net-
work. To explore the performance ofmodelswith a controlled
number of parameters, we adopt a one-layer LSTM with 32

Table 4 Comparison of different configurations for the secondary self-
attention network on the IFN/ENIT dataset

dk #Params Training CER (%) Test CER (%)

64 1.99M 0.83 7.50

[0.82–0.86] [7.44–7.62]

128 2.17M 0.83 7.47

[0.82–0.85] [7.38–7.57]

256 2.54M 0.82 7.44

[0.78–0.86] [7.38–7.49]

units as the secondary network of DTRN. In this way, the
DTRN has slightly fewer parameters than does the baseline
LSTM network with one more layer.

The comparison results are listed in Table 5. Compared
with the baseline LSTM networks, DTRNs with similar (or
even smaller) numbers of network parameters achieve better
results, which indicates that the introduction of the temporal
residual learning mechanism can bring improved perfor-
mance.

The seven-layer DTRNwith a training CER of 0.72% and
a test CER of 6.91% achieves the best result, showing that
DTRN has better nonlinear sequence modeling and general-
ization ability.

4.1.6 Comparisons with other work

The comparison of the seven-layer DTRN with some pre-
viously published works is shown in Table 6. We also add
experiments using a seven-layer STRN and a seven-layer
DTRNwith a secondary self-attention network.DTRNwith a
secondary self-attention network is denotedbyDTRN-ATTN
in Table 6. The dimension dk of the three learnable matrices
in the self-attention network is 128. The DTRNmethod with
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Table 5 Comparison of
baseline LSTM networks and
DTRNs with different numbers
of layers on the IFN/ENIT
Arabic handwriting dataset

RNN #Layers #Params Training CER (%) Test CER (%)

Baseline LSTM 4 1.41M 1.35 8.29

[1.31–1.44] [8.09–8.52]

5 1.80M 1.04 7.84

[1.03–1.05] [7.79–7.89]

6 2.20M 0.99 7.71

[0.93–1.03] [7.51–7.83]

7 2.59M 0.92 7.52

[0.88–0.98] [7.40–7.59]

8 2.99M 0.97 7.74

[0.95–0.99] [7.57–7.83]

DTRN 4 1.66M 1.05 7.74

[1.01–1.09] [7.64–7.87]

5 2.06M 0.79 7.44

[0.76–0.81] [7.39–7.50]

6 2.45M 0.75 7.39

[0.74–0.76] [7.35–7.45]

7 2.85M 0.72 6.91

[0.69–0.75] [6.83–7.01]

8 3.24M 0.72 7.53

[0.68–0.76] [7.36–7.73]

Bold values indicate the best results for the corresponding experimental configurations

Table 6 Comparisons of different methods on the IFN/ENIT Arabic
handwriting dataset

Method #Params Test CER (%)

1DLSTM [37] 0.86M 14.32

MDLSTM [1] – 15.05

JU-OCR2 [1] – 13.42

Baseline LSTM 2.59M 7.52

STRN 2.59M 7.37

DTRN-ATTN 2.96M 7.38

DTRN 2.85M 6.91

Bold values indicate the best results for the corresponding experimental
configurations

an LSTM as the secondary network achieves state-of-the-art
CER on the test scenario “abcd-e” for the IFN/ENIT dataset.

4.2 English and French handwriting recognition

We further test the effectiveness of DTRN on both the IAM
English handwriting dataset and the Rimes French handwrit-
ing dataset.

4.2.1 Dataset

The details of the IAM and Rimes datasets are listed in
Table 1. We use the tools provided in [30] for sample prepro-
cessing, including denoising and deskewing. All the images

are resized to a unified height of 128 pixels while preserving
the original aspect ratio.

4.2.2 Experimental settings

Following the work in [29] which is implemented in
Torch [30], we reimplement the CNN-LSTM architecture in
PyTorch as our baseline LSTM model. The feature extractor
is a five-layer CNN. Compared with the CNN used in Ara-
bic handwriting experiments, the only difference is that max
pooling operation is adopted for the first three layers instead
of the first two.

For each LSTM layer, the number of units is 256 and the
dropout rate is set to 0.5. STRN and the primary network
in DTRN have the same network configuration as the corre-
sponding part of the baseline LSTM. We adopt a one-layer
LSTM with 128 units as the secondary network of DTRN.
In this way, the number of parameters in a DTRN is slightly
less than that in a baseline LSTM with one more layer.

To obtain these results, the batch size is 16 and the learning
rate is 3×10−4.We train eachmodel until the validationCER
stops decreasing, which is usually about 300 epochs.

4.2.3 Experimental results

A comparison of the baseline LSTM and DTRN models on
the IAM and Rimes datasets is shown in Table 7. The results
show that DTRN with a similar (or even smaller) number of
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Table 7 Comparison of baseline LSTM networks and DTRNs on the IAM English handwriting dataset and Rimes French handwriting dataset

Configuration IAM Rimes

RNN #Layers #Params Validation CER (%) Test CER (%) Validation CER (%) Test CER (%)

Baseline LSTM 3 6.44M 5.31 8.78 3.44 3.36

[5.28–5.33] [8.69–8.85] [3.37–3.51] [3.33–3.38]

4 8.01M 4.95 8.07 3.05 2.99

[4.87–5.04] [8.02–8.12] [2.98–3.09] [2.95–3.06]

5 9.59M 4.58 7.62 2.75 2.63

[4.46–4.65] [7.54–7.69] [2.67–2.79] [2.49–2.71]

6 11.17M 4.50 7.35 2.65 2.55

[4.45–4.55] [7.22–7.52] [2.49–2.79] [2.53–2.57]

DTRN 3 7.88M 4.73 7.75 2.79 2.77

[4.66–4.84] [7.68–7.86] [2.72–2.84] [2.74–2.85]

4 9.46M 4.42 7.29 2.50 2.37

[4.38–4.49] [7.24–7.36] [2.36–2.65] [2.35–2.41]

5 11.04M 4.16 6.95 2.36 2.28

[4.09–4.25] [6.87–7.10] [2.29–2.47] [2.20–2.35]

6 12.61M 4.24 6.91 2.43 2.30

[4.22–4.25] [6.85–6.98] [2.39–2.48] [2.26–2.37]

Bold values indicate the best results for the corresponding experimental configurations

Table 8 English handwriting
recognition results on the IAM
dataset

Method #Params Validation CER (%) Test CER (%)

MDLSTM [28] – 7.40 10.80

LSTM [29] 9.59M 4.70 7.90

Baseline LSTM 11.17M 4.50 7.35

STRN 9.59M 4.31 7.12

DTRN-ATTN 10.08M 4.37 7.00

DTRN 12.61M 4.24 6.91

Bold values indicate the best results for the corresponding experimental configurations

Table 9 French handwriting
recognition results on the Rimes
dataset

Method #Params Validation CER (%) Test CER (%)

MDLSTM [28] – 5.90 6.80

LSTM [29] 9.59M 2.60 2.50

Baseline LSTM 11.17M 2.65 2.55

STRN 9.59M 2.48 2.39

DTRN-ATTN 10.08M 2.43 2.31

DTRN 11.04M 2.36 2.28

Bold values indicate the best results for the corresponding experimental configurations

network parameters has outperformed the classical LSTM.
On the IAM dataset, the best test CER of 6.91% is achieved
by the six-layer DTRN. On the Rimes dataset, the best test
CER of 2.28% is achieved by the five-layer DTRN.

The results of STRN, DTRN and some previously pub-
lished results are listed in Tables 8 and 9. All the methods
are compared without language models or data augmenta-
tion. We also add experiments using a five-layer STRN and a
five-layer DTRNwith self-attention-based dynamic weights.
The dimension dk of the three learnable matrices in the self-

attention network is set to 128. DTRN with a secondary
LSTM network achieves state-of-the-art test CERs.

4.3 Speech recognition experiments

Our proposed method is flexible and applicable to other
sequence modeling tasks. To verify the effectiveness of
the proposed methods, we also conduct speech recognition
experiments on the TIMIT dataset.
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Table 10 Speech recognition
results on the TIMIT dataset

Method #Params Training PER (%) Test PER (%)

LSTM [13] 4.3M – 17.70

Baseline LSTM 3.62M 28.05 15.22

[27.68–28.41] [14.70–15.71]

STRN 3.62M 24.42 14.85

[23.98–24.79] [14.31–15.25]

DTRN–ATTN 3.80M 23.97 14.59

[23.78–24.09] [14.50–14.67]

DTRN 3.67M 23.72 14.74

[23.61–23.88] [14.52–15.16]

Bold values indicate the best results for the corresponding experimental configurations

4.3.1 Dataset

The details of the TIMIT dataset are listed in Table 1. The
input feature is a conventionalMFCCwith a dimension of 39.
All 61 phoneme labels are used during training and decoding
and mapped to 39 classes following the method in [21] to
obtain test PERs.

4.3.2 Experimental settings

The baseline model is a three-layer LSTM network slightly
modified from the model used in [13]. Each LSTM layer has
256 units (while each LSTM layer has 250 units in [13]).
STRN and the primary network in DTRN have the same
configuration as the baseline LSTM network.

When using anLSTMas the secondary network ofDTRN,
a one-layer LSTMwith 64 units is adopted.When generating
dynamic weights using a self-attention network, the dimen-
sion dk of the three learnable matrices in the self-attention
network is set to 64.

We set the dropout rates for all the layers to 0.5. For each
experiment, the model is trained for 150 epochs with the
learning rate of 1 × 10−4.

4.3.3 Experimental results

As shown in Table 10, STRN and DTRN have also out-
performed the classical LSTM network. DTRN with a
self-attention-based dynamicweights generator has achieved
the best performance on the test set with the CER of 14.59%,
which is different from the results in handwriting recognition
experiments. It seems that the self-attention method has bet-
ter sequencemodeling ability for the one-dimensional speech
signals. This result indicates that designing appropriate sec-
ondary network structures for different tasks canbe beneficial
to the performance of DTRN.

Fig. 4 Examples of αt in DTRN for both forward and backward direc-
tions

4.4 Visualization

4.4.1 The dynamic weights for temporal shortcuts in the
modified LSTM units

Figure 4 shows the values of αt in a bidirectional DTRNwith
respect to a sample from the IAM dataset. Larger values of
the dynamic coefficient αt indicate that more prior outputs
are passed directly to the outputs of the current time step.
αt usually obtains its maximum value in uniformly struc-
tured areas (e.g., empty space) and obtains itsminimumvalue
while encountering a new character, which complies with the
intuitive observation for most sequential data.

4.4.2 The statistics of the modified LSTM unit outputs

In ResNet, the learned residual functions generally have
small responses [16], and we find a similar phenomenon in
DTRN. Figure 5 shows the standard deviation of the learned
nonlinear responses [Ft in Eq. (1)] at each time step of both a
five-layer baseline LSTM and five-layer DTRN with respect
to the same input image. At most time steps, the nonlin-
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Fig. 5 Standard deviations (std) of the nonlinear responses of the base-
line LSTM and DTRN for the same input image

ear responses that DTRN outputs are smaller than those of
the baseline LSTM network, which indicates that DTRN
can learn more concise representations. This phenomenon
might explain why DTRNs with similar or fewer parame-
ters achieve a better performance than do baseline LSTM
networks.

4.4.3 Error analysis

Weanalyze the test recognition errors of five-layerDTRNson
the three handwriting datasets. When using the edit distance
to compute the CER for off-line handwriting recognition,
three types of errors may occur: incorrect characters, miss-
ing characters and extra characters. Table 11 shows some
examples for each case.

The proportion of each error type is shown in Fig. 6. Incor-
rect characters are the dominant factor, and most of them are

Fig. 6 Proportions of the three error types on the test set of three hand-
writing datasets using DTRNs

caused by similar characters, such as (a, o), (i, 1̂) and ( , ).
Themissing character errors generally occur when the neigh-
boring characters are touching or cursive, both of which are
common in Arabic handwriting samples. The extra character
errors occur less frequently and usually appear along with
incorrect character errors.

5 Conclusion

In this paper, we propose the DTRN architecture, which
extends the LSTM network with a residual learning mecha-
nism along the temporal dimension. The temporal shortcut
connections allow the model to explore additional contex-
tual information that is useful for the subsequent predictions.
The experimental results on off-line handwriting and speech
recognition tasks show that the proposed method has outper-
formed previously reported methods. In the future, we will
explore additional possible structures for both the primary
network and the secondary network. We will also investigate
attention-based methods as an alternative to CTC decoding
method.DTRNcanbe further applied to other sequencemod-
eling tasks including large character set Chinese handwriting
recognition.

Table 11 Examples of the three
error types on three handwriting
datasets
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